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Issues of Existing Channel Scaling Methods

This paper  focuses on automated optimization of the channel size 
of CNNs for Image classification problem.

Background and Motivation

Current SOTA methods (i.e. hand-crafted or NAS) for designing 
cell-topologies in CNNs use heuristic approaches for setting up 
the channel size in different convolutional layers. The rule of 
thumb is to increase the number of channels for deeper layers.

CONet Algorithm Results

Metrics for Convolutional Layers
We define rank-slope by computing the relative ratio of the rank 
gain to the number of epochs taken to plateau.

Local Indicators and Metric Development
Central to our approach is to develop a metric to probe 
independent channels in CNN and evaluate how well the 
convolutional weights are trained. 

Overview of local connectors in a typical CNN architectures 
to identify independent channels for probing: (a) 
Elementary connections; (b) Rank measure on separable 
conv; (c) Sum/Concat of feature maps; (d) configurations 
within residual net; (e) configuration within inception / 
cell-based nets; (f) Propagation of Channel Constraints.
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R: #singular values / channel size

CONet Overview.
The algorithm begins 
with a small baseline 
model and trains a few 
epochs using the train 
dataset. Every channel 
dynamically 
shrinks/expands based 
on the rank evolution. 
This is repeated until all 
channel sizes have 
stabilized.

Channel size evolution example of DARTS7 using CONet algorithm on CIFAR100.
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