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: Objectives

Task and Approach

® The noisy image can be modeled as f =u + n, where f
Is the observed noisy image, u is latent clean image
and n Is zero mean additive noise.

® \We introduce a cascade of compact networks with well-
designed cross-module feature fusion which can
effectively and efficiently remove noise .
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We employ a set of small networks to iteratively
remove noise. Each one takes the information flow
output by previous networks and then passes the
processed information to later networks.

Cascaded Small Networks

Department of Mathematics, The Chinese University of Hong Kong

DDUNet: Dense Dense U-Net with Applications in Image Denoising
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® Our network achieves state-of-the-art results in both
gray-scale and color image denoising tasks with fewer
parameters.
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Conclusion ]

We show that a cascade of compact networks with well-
designed cross-module feature fusion can bring significant
iImprovement in image quality. The proposed novel
connection can transfer multi-scale feature information
between small networks and make the architecture effective
and efficient.

Here is a video link for our method. https://youtu.oe/ONF2HXgPQYO0
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[ Motivation

Given an optimization problem, people often use

gradient decent to iteratively find a solution to the
problem. In each iteration, we move one step
further towards the final solution.
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